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Game Theory and Its Application  

In Economics 

(Examples : Static Games of Complete 

Information) 



 On completion of this presentation you should: 

– understand the place of game theory in Economics 

– be able to represent and solve simple games 

– apply game theory to the issue of collusion 

– model Cournot, Bertrand and von Stackelberg 

competition 

– be able to take a game-theoretic approach to entry 

deterrence 

– appreciate the limits of game theory 
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Objectives 



 Cournot competition 

– two firms, identical products, firms choose output levels 

– each firm’s profit-maximising output depends on the other 

firm’s output; hence each firm has a reaction function 

– as each firm will operate on its reaction function the point 

where they cross is the Cournot Nash equilibrium 

 Bertrand competition 

– two firms, identical products, firms choose price levels 

– price is forced down to marginal cost 
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Cournot and Bertrand Competition 



 Cournot competition Model 

     Imagine that two firms are trying to decide how much of a 

specified homogeneous good to produce. 

     Let q1 and q2 denote the quantities each firm can produce. Let 

q denote the sum of q1 and q2 
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Cournot and Bertrand Competition 
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Cournot and Bertrand Competition 

 Bertrand Competition Model  



Cournot and Bertrand Competition 

  What is the equilibrium, or best strategy of each firm? 

p1 = p2 = p, 

Using logical arguments: 

1. Firm's will never price above the monopoly's price 

2. In equilibrium, all firm's prices are the same 

3. In equilibrium, prices must be at the marginal cost 
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Cournot and Bertrand Competition 



 

 

Extensive Form Games 

Dynamic Games of Complete and Perfect 

Information 
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 Sequential moves 

– One player moves 

– Second player observes and then moves 

 Examples 

– Industrial Organization  

– Chess, Bargaining, Negotiations 

Dynamic games 

Osborne, M. J. and Rubinstein, A. 1994. A Course in Game Theory. MIT Press, 

Cambridge, MA, England. 

Game Theory 



Suppose that decisions can be made sequentially 

We can work backwards to determine how people will 

behave 

– We will examine the last decision first and then work 

toward the first decision 

To do this, we will use a decision tree 

Sequential Decisions 
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Extensive form games contain the following:  

A game tree  

A list of players  

The names of players moving at each node 

 A set of allowable actions at each node  

Payoffs specified at each node Unlike normal form 

games, it is easy to depict sequential moves by players in 

extensive form games 

The decision nodes are partitioned into information sets. 

Extensive Form Games 
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 All players are rational. 

 Rationality is common knowledge  

 Players move sequentially. (Therefore, also called sequential 

games) 

 Players have complete and perfect information 

Players can see the full game tree including the payoffs  

Players can observe and recall all previous moves 

Assumptions in Dynamic Extensive Form Games 
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Prisoner 2 

Confess 
Don’t 

Confess 

Confess 5, 5 15, 0 

Don’t 

Confess 

 

0, 15 1, 1 

Example: Prisoners’ Dilemma 
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Prisoner’s Dilema 

 

Prisoners’ Dilemma in “Normal” or 

“Strategic” Form 

Prisoners’ Dilemma in “Normal” or 

“Strategic” Form 

Prisoners’ Dilemma in “Normal” or 

“Strategic” Form 

Prisoners’ Dilemma in “Normal” or 

“Strategic” Form 

Prisoners’ Dilemma in “Normal” or 

“Strategic” Form 

Prisoners’ Dilemma in “Normal” or 

“Strategic” Form 

Prisoners’ Dilemma in “Normal” or 

“Strategic” Form 

Prisoners’ Dilemma in “Normal” or 

“Strategic” Form 
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Rules  that game trees must satisfy 
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Rules  that game trees must satisfy 
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Rules  that game trees must satisfy 
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Rules  that game trees must satisfy 
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Rules  that game trees must satisfy 
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Example 

Game Theory 



Example 
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Example 

Game Theory 
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Example 

Game Theory 
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Example 

Game Theory 
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Example 

Game Theory 
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Example 

Game Theory 
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Example 
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The conventional method of analyzing perfect-information trees is 

the backward-induction algorithm. This involves going to the end 

of the tree and working back towards the beginning.  

The first step 

     In the algorithm is to assign to the last player to move, the choice 

that maximizes that player’s payoff.  

The second step 

     Is then to turn to the second-to-last player and, taking the last 

player’s choice as determined in the first step, to assign to the 

second-to-last player the choice  that maximizes her payoff. And 

so on. 

Backward Induction 
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Backward Induction 
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Backward Induction 
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Slide 57) )New example 

Decision tree in a sequential game:   

Person 1 chooses first 

A 

B 

C 

Person 1 

chooses 

yes 

Person 1 

chooses 

no 

Person 2 

chooses 

yes 

Person 

2 

chooses 

yes 

Person 2 

chooses 

no 

Person 2 

chooses 

no 

20, 20 

5, 10 

10, 5 

10, 10 
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Decision tree in a sequential game:  

 Person 1 chooses first 

•Given point B, 
Person 2 will 

choose yes     (20 
> 10) 

 

•Given point C, 
Person 2 will 

choose no     (10 
> 5) 

 

A 

B 

C 

Person 

1 

choos

es yes 

Person 

1 

choos

es no 

Person 

2 

choose

s yes 

Person 

2 

choose

s yes 

Person 2 

chooses 

no 

Person 2 

chooses 

no 

20, 20 

5, 10 

10, 5 

10, 10 
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Decision tree in a sequential game:  

 Person 1 chooses first 

• If Person 1 is 
rational, she will 
ignore potential 
choices that Person 
2 will not make 

• Example:  Person 2 
will not choose yes 
after Person 1 
chooses no 

A 

B 

C 

Person 

1 

choos

es yes 

Person 

1 

choos

es no 

Person 

2 

choose

s yes 

Person 

2 

choose

s yes 

Person 2 

chooses 

no 

Person 2 

chooses 

no 

20, 20 

5, 10 

10, 5 

10, 10 
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Decision tree in a sequential game:  

 Person 1 chooses first 

•If Person 1 knows 
that Person 2 is 

rational, then she 
will choose yes, 

since 20 > 10 

•Person 2 makes a 
decision from point 

B, and he will 
choose yes also 

•Payout:  (20, 20) 

A 

B 

C 

Person 

1 

choos

es yes 

Person 

1 

choos

es no 

Person 

2 

choose

s yes 

Person 

2 

choose

s yes 

Person 2 

chooses 

no 

Person 2 

chooses 

no 

20, 20 

5, 10 

10, 5 

10, 10 
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Subgame 
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Subgame-example 
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Subgame-example 
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Subgame-example 
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Example 



Subgame -Example 
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2 subgames 

Game Theory 
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Example: Backward Induction 
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Example: Backward Induction 



Theorem 
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Kuhn's Theorem 
Also attributed to Zermelo 

Every sequential game with perfect information has a Nash equilibrium  

The theorem can be proved using backward induction.   



Subgame Perfect Equilibrium 
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A subgame of an extensive game is a subtree of the game tree that 

includes all information sets containing a node of the subtree. 

 

subgame perfect equilibrium (SPE) of the game, defined by the 

property that it induces a Nash equilibrium in every subgame. 

Game Theory 



 Subgame Perfect Equilibrium: For an equilibrium to be 

subgame perfect, it has to be a NE for all the subgames as well 

as for the entire game. 

A subgame is a decision node from the original game along 

with the decision nodes and end nodes. 

Backward induction is used to find SPE 

Solution of an Extensive Form Game 
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The outcome that is selected by the backward 

induction procedure is always a NE of the game with 

perfect information. 

SPE is a stronger equilibrium concept than NE 

SPE eliminates NE that involve incredible threats. 

Properties of SPE 
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Theorem 

 Every finite extensive form game has a SPE. 

Game Theory 



Algorithm (Subgame perfect equilibrium) 
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Input: An extensive game.  

 

Output: A subgame perfect Nash equilibrium of the game.  

 

Method: Consider, in increasing order of inclusion, each subgame 

of the game, find a Nash equilibrium of the subgame, and replace 

the subgame by a new terminal node that has the equilibrium 

payoffs 

Game Theory 



An Advertising Example 

A 
 N 

680 

50 

730 

  0 

700 

400 

800 

  0 

Enter 

Stay out 

Enter 

Stay out 
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Company A 

Company B Company B 

Game Theory 



Company A 

Company B 

680 

50 
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700 

400 

800 

  0 

Advertising Example:  

3 proper subgames 
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Company B 

Game Theory 



 680 

50 

730 
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700 

400 

800 
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Enter 

Stay out 

Enter 

Stay out 

Subgame 1 Subgame 2 

Solution of the Advertising Game 

53 

Company A Company A 

Game Theory 



A 
N 

Solution of the Advertising Game (cont.) 

730 

  0 

700 

400 

SPE of the game is the strategy profile: {A, (stay out, 

enter)} 
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Company A 

Game Theory 
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Centipede Game 
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Centipede Game 
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Centipede Game 
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Centipede Game 
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Centipede Game 
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Von Stackelberg model  
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Von Stackelberg model  
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Von Stackelberg model  
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Von Stackelberg model  



Game theory 

– Simultaneous decisions  NE 

– Sequential decisions  Some NE may not occur if 
people are rational 

 

 

 
Kuhn's Theorem 

Every sequential game with perfect information has a 
Nash equilibrium  

 

Summary 
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Theorem 

 Every finite extensive form game has a SPE. 
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Outline 

1 Repeated Games 

2 The Iterated Prisoners’ Dilemma 
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Why we need a new model of repeated games? 
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Stage game 



– Repeated Games 

–  Recall Prisoner’s Dilemma 

–  Unique NE, both Confess 

Game Theory 69 

Repeated Games 
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Example: Iterated Prisoners’ Dilemma 
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Example: Iterated Prisoners’ Dilemma 
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Infinite Iterated Prisoners’ Dilemma 

A stationary strategy is one in which the rule of choosing 

an action is the same in every stage. Note that this does not 

imply that the action chosen in each stage will be the same. 



Game Theory 73 

Infinite Iterated Prisoners’ Dilemma 
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Infinite Iterated Prisoners’ Dilemma 
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Infinite Iterated Prisoners’ Dilemma 
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